Supplemental Information
Model Extension for Multi-Domain Protein Classification
	Conventional multi-domain protein classification entails two tasks. The first is parsing, in which sets of residues are grouped into domains. The second is classification, in which parsed domains are assigned a class label. While the model presented in the main text performs classification, it does not indicate which sets of residues comprise distinct domains. Because architecture classifications for any set of residues can be obtained by averaging over our classifier-predicted probabilities, our model can easily interface with previously reported domain parsing algorithms (Zhou et al., 2007; Postic et al., 2017; Alexandrov and Shindyalov, 2003; Holm and Sander). Nonetheless, for completeness, we offer an additional domain-parsing CNN to augment this missing functionality. Probabilities predicted by the classifier network can be averaged over collections of residues specified by this new parser network to generate complete classifications (Supplemental Figure S2). 
	Domain parsing can be formulated as a semantic segmentation problem where each residue is assigned to one of k classes each corresponding to a domain instance. Here, k is some maximum number of domains allowed by the model. (We choose k=8, although our dataset does not contain proteins comprised of more than five domains.) This task is similar to the classification approach described in the main text, with the only difference being that the model is required to identify the correct sets of residues as opposed to class labels. We therefore trained a model with an architecture identical to that of our classifier network, but with the output layer having 8 channels instead of 38 (Figure 2a, Orange), using the Hungarian algorithm (Kuhn and Yaw, 1955) to compute set-difference losses during training.
	The parser network converges within 30 epochs of training, achieving test accuracies of 91.6% per-structure, and 88.4% per-structure averaged over proteins with the same number of domains (Supplemental Figure S3a). We achieve average accuracies higher than 80% even for proteins with more than four domains (Supplemental Figure S3b). A confusion matrix comparing the number of distinct domains predicted by our model (irrespective of location), and the actual number of domains is shown in Supplemental Figure S3c. Example outputs are shown in Supplemental Figure S4. It is important to note that the model presented here differs from previous ones in that it makes no assumption that domains are comprised of residues in continuous sequence. Instead of predicting domain boundaries, the model predicts sets of residues form a domain based on their organization in 3D space.
	 To compare how our network performs against previous algorithms, we benchmarked our network on the Islam90 (Postic et al., 2017; Holland et al., 2006) and Jones (Jones et al., 2008) datasets that have been previously used to benchmark domain parsing algorithms. In Supplemental Table S5  we compare our parser model against several well-established domain-parsing algorithms. Among these methods, SWORD(Postic et al., 2017), DDOMAIN(Zhou et al., 2007), PDP(Alexandrov and Shindyalov, 2003), and DomainParser(Holm and Sander) utilize structural information while Scooby(Pang et al., 2007), DeepDom(Jiang et al., 2018), ThreaDom(Xue et al., 2013), and FiefDOM(Bondugula et al., 2008) are sequence-based methods. We found that our CNN is able to achieve performance comparable to most other methods. The model tends to be slightly less specific than state-of-the-art methods such as SWORD, but tends to exhibit higher sensitivity and MCC (Supplemental Table S5). While our model does not strictly outperform existing models, these promising results suggest that the model architecture reported in the main text is effective in extracting per-residue structural information, and can be adapted for various structural analysis purposes. A comparison of representative structures from the benchmark sets is shown in Supplemental Figure S6.
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Figure S1: Dataset Structure
The distribution of data before and after selection are shown in a, b, and c which depict the distributions of chain lengths, number of domains per chain, and number of residues per class respectively. Selected data are shown in blue and unused data are shown in red. Overall the selection does not greatly alter the structure of the data obtained from CATH. The distribution of the selected data after splitting into training, development, and test sets is shown in d, e, and f which depict the distributions of chain lengths, number of domains per chain, and number of residues per class respectively. The split was performed in a stratified manner and stochastically adjusted to ensure that each class is represented by at least 650 residues in each set.
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Figure S2: Schematic of a CNN Based Multi-Domain Protein Classifier
A schematic depicting how the classifier and domain parser networks can be combined to perform full classification of multi-domain proteins. Class assignments for residue sets specified by the parser network can be assigned an architecture by the classifier network (PDB ID: 5aqgE). The parser network can be replaced with previously reported domain parsing algorithms. 
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Figure S3: Parser Training and Performance.
a, Training accuracy for the parser network. The red line indicates the average development accuracy per structure. The blue line indicates the per-structure development accuracy averaged across all proteins of the same length. The model converges within 30 epochs of training, achieving test accuracies of 91.6% per-structure, and 88.4% per-structure per-structure averaged over proteins with the same domain count.
b, a bar graph showing the average per-structure test accuracies among structures with the same number of domains. Accuracies exceed 80% in all cases. The number of proteins with a given domain-count (n)  is shown above each bar.
c, a confusion matrix comparing the number of domains predicted by our model, and the number of actual domains in each test case.





Figure S4
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Figure S4: Multi-Domain Classification Examples
Example outputs from the classifier and parser network. Distinct domains in the predicted parsings are shown as unique colors. For both structures, our parser is able to closely reproduce CATH domain assignments. The 5aqgE structure is comprised of 4 domains, three of which belong to the αβ-complex class (5aqgE, predicted, magenta) and one of which belongs to the 2-layer sandwich class (5aqgE, predicted, cyan). The 4i1eA structure is comprised of 3 domains, two of which belong to the trefoil (4i1eA, predicted, cyan) and one of which belongs to the alpha-horseshoe class (4i1eA, predicted, green). The parser prediction in combination with per-residue classifications allow for full classifications.



Table S5
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Table S5: Parser Performance Benchmarks
[bookmark: _GoBack]A table comparing per-residue sensitivities, specificities and Matthews Correlation Coefficients (MCC) of our CNN method and seven other domain parser algorithms. SWORD, DDOMAIN, DomainParser and PDP are structure-based algorithms. Scooby, DeepDom, ThreaDom, and FiefDOM are sequence-based algorithms. For DeepDom a probability cutoff of 0.42 (recommended by the authors of the original study) was used to identify domain boundaries.



[image: ]Figure S6
Figure S6: Comparison of Representative Benchmark Outputs 
A comparison of the outputs from different algorithms for three representative structures. Each color represents a distinct domain predicted by each model. White regions are unassigned. 
The benchmark assignments are obtained from the original studies (Postic et. al. 2017, Jones et. al. 2008)
[image: ]Figure S7
Figure S7: GDT-TS Score Prediction Profiles by CATH Target
Plots of real GDT-TS Values versus predicted GDT-TS values for each CATH target. The identity function is shown as a black line. Target names are shown in the bottom right corner of each plot, and R2 values are shown in the upper left. 


Figure S8
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Figure S8: Enlarged Confusion Matrix From Figure 3b
An enlarged version of the confusion matrix from Figure 3b with an alternative coloring scheme. The architectures indexed in the same order as on the horizontal axis of the bar graph in Figure 3b. Each column is normalized to the total number of predicted counts for each class.
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image6.emf
Spec. Sens. MCC
Islam90 CNN 0.943 0.922 0.865
SWORD 0.976 0.873 0.856
DDOMAIN 0.952 0.882 0.826
DomainParser 0.952 0.940 0.888
PDP 0.907 0.930 0.835
Scooby 0.681 0.840 0.519
ThreaDom 0.974 0.806 0.796
DeepDom 0.737 0.763 0.493
FiefDOM 0.982 0.814 0.813
Jones CNN 0.902 0.919 0.815
SWORD 0.926 0.834 0.768
DDOMAIN 0.920 0.820 0.733
DomainParser 0.902 0.875 0.770
PDP 0.910 0.900 0.803
Scooby 0.641 0.855 0.495
ThreaDom 0.939 0.879 0.818
DeepDom 0.973 0.275 0.365
FiefDOM 0.961 0.677 0.670
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